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Internet2: A Member Consortium

Internet2 is a non-profit consortium 

providing research support, cloud 

solutions and custom services tailored 

for Research & Education. 

A trusted, adaptable, secure network 

that empowers higher education, 

research institutions, government 

entities and cultural organizations.



Internet2 by Community



Internet2 by Community

50-74 Tbps

1600G



Internet2 National Research & Education Network (NREN)

26,000 kilometers of optical fiber
Ultra SMF28 + <5% eLEAF
Flexible with 74+ optical add/drop sites
50 packet sites
Open line system



Internet2 National Research & Education Network (NREN) +
US Regional Research & Education Networks (RENs)



North America Research & Education eXchange (NA-REX)
Collaboration



Research & Education Global Connectivity



Current Network



Current Services

Provides community with 
access to commercial peers across the 
national footprint.

PEER EXCHANGE
Allows Internet2 connectors to present 
themselves for private peering at 
selected national peering locations.

RAPID PRIVATE INTERCONNECT

Uses regional’s infrastructure in 
conjunction with the Internet2 
Network to reach cloud resources.

CLOUD CONNECT
Our cloud-based, volumetric DDoS 
mitigation service was procured on 
behalf of the community.

GLOBAL DDoS PROTECTION 

Point-to-point 10, 100 & 400G links 
and flexible grid spectrum to 
support private network needs.
Also serves the I2 backbone.

LAYER 1 SERVICE

Effective and efficient wide area 
Ethernet technology.

LAYER 2 SERVICE

For IP network and peer exchange 
needs.

LAYER 3 SERVICE

Provides community with 
access to each other across the 
national footprint.

  R&E
Provides community with 
access to international partners,
ESnet, and other assets.

  Global Exchange



Current Hardware Families

Terabit-Scale Cloud 
Edge

8202, NCS55A1
(NCS57D2 Coming Soon)

Core Transport and Access Layer
8201

Flex-Grid Open Line System
6500, EDFA-only 

2x100 Community Test Point
Dell R6515, Mellanox ConnectX-5

R6525, Mellanox ConnectX-6

400G - 800G Transponders
WaveServer 5

Management Network
EX4600, SRX1500, SRX 345

APPL3100                        IM7232, OM2216

400G Global Exchange
7280PR3K

OSDF / OSG / NRP Community DTN
Applied Data Systems

Fiber Optic Cable
SMF28-Ultra (plus some LEAF and…)



Packet Network Topology
• Ninety-four 400 Gbps Backbone links
• > 27,600 Tbps of deployed capacity
• 1.6 Tbps available contiguously coast to coast
• Each link is on non-regenerated wave

• Disaggregated Switching/Routing Platform
77 Routers, 47 Sites

• Redundant/resilient routers, dual-connected cloud peers



Insight Console
● A web-based tool for visualizing, managing, and 

troubleshooting all Internet2 network services.

● The most visible part of the Insight architecture.

● Authentication and authorization integrated with Internet2 
Identity Services (a.k.a. “InCommon SSO”).

● Functions delivered in 2023:

○ Looking Glass: Run commands (in a safe and secure 
environment) against our production devices and get 
live results.

○ Community: Self-management of organizations, 
people, and roles.

○ Interfaces: Visualization of network ports and 
services.

○ Virtual Networks: Creation and management of L2 
and L3 overlay networks, including CloudConnect.

● Functions planned for 2024:

○ Routing Intentions: Visualization and management of 
I2RE and I2PX routes and routing policy.



Global Exchange Points
Boston, New York, Washington

● R&E Open Exchange on East Coast of US

     Boston (BIX), New York (MAN LAN), and Washington (WIX)

● Operate independently from Internet2 network

● Currently Layer 2 only

● Currently working to enable AutoGOLE/SENSE via NSI / SuPA
(SURF ultimate Provider Agent)

● Based on Arista 7280PR3K-24 switches (OSFP)

     moving to Arista 7280DR3K-24 switches (QSFP28-DD)



Transponders
NGI was designed based on a traditional “transponder” model using 
Waveserver 5 Modules, each module delivering 400G backbone links on 
112.5 Ghz

Advantages:
● can achieve up to 800Gbps line rate (next generation - 1600Gbps)
● provides additional capacity beyond baseline backbone demands
● mixed-mode capacity for (800GE), 400G GE, 100G GE, and OTL 4.4
● high launch power (-9 to +4 dBm) and SNR margins to maximize 

distances achieved

Disadvantages:
● space and power are required for chassis, modules
● high current utilization required for launch power, DSPs

~ 330 W per module



Pluggable Coherent Optics!

Advantages:
● Lower power envelope 22.5 watts vs 330 watts (WS5)
● Reduces the number of components needed for a 400Gbps link (soon to be 800 Gbps)

Disadvantages:
● Limited to router-to-router connections; no muxponding option
● Distances are limited due to launch power and DSP complexity
● Spectrally inefficient
● Wattage may impose limitations on cooling and electrical bus on older devices

Optics Type:  QDD 400G BRT ZRP

DWDM carrier Info: C BAND, MSA ITU Channel=Non-ITU, Frequency=193.6812THz,
Wavelength=1547.866nm
...
Actual TX Power = -2.98 dBm
Actual TX Power(mW) = 0.50 mW
RX Power = -4.52 dBm
RX Power(mW) = 0.35 mW
RX Signal Power = -10.31 dBm
...
Baud Rate =  60.1385459900 GBd
Modulation Type: 16QAM
Chromatic Dispersion 2408 ps/nm
Configured CD-MIN -2400 ps/nm  CD-MAX 2400 ps/nm
Second Order Polarization Mode Dispersion = 49.00 ps^2
Optical Signal to Noise Ratio = 23.90 dB
SNR = 15.30 dB
...
Temperature = 58.00 Celsius
Voltage = 3.27 V
...
Name                   : CISCO-ACACIA
OUI Number             : 7c.b2.5c
Part Number            : DP04QSDD-HE0-190
...

550 km Test Link



Spectrum, Transponders, and Pluggables



Coherent Pluggables - 3000 km POC



Coherent Pluggables - Extending the Edge to HPC, AI !



Virtual Networks



What are we working on next?



Network Refresh!
The next refit should strive to ensure the Internet2 platform is relevant and able to provide all the services 
projected as being needed by the community for the next 5-6 years

Trends:

● Service Growth in Packet, both routed (I2PX & R&E) and (Layer 3) and AL2S (Layer 2)
● Service Growth in Cloud Connect and RPI
● Growth in adoption of the Platform: Ports, ports, ports! (RPI, Flex)
● Routing Intentions / Security and automated Route Policy
● Security Applications: DDoS, MACSEC, flowspec, encrypted Layer 1
● 800Gbps+
● Coherent Optics
● Network Research demands, including data-intensive and distributed computing+caching use cases
● Access to emerging AI Facilities, both commercial and community based
● RIPCORD last-resort commodity ISP services
● Multi Vendor
● Overlay Networks

○ Packet: Layer 2, Private VPNs
○ Optical: Foreign Waves, Managed Spectrum, Mission Networks, NA-REX



Network Refresh!

vBNS Abilene “Internet2 Network” BTOP MPLS NGI FUTURE

1995 2002 2007 2011 2016 2021 2025 - 2027

622 Mbps, 2.4 Gbps 10 Gbps 10 x 10 Gbps Native 100 Gbps
(high density)

Native 100 Gbps
(high density) Native 400 Gbps Native 800 Gbps+

Cisco 12008 GSR Juniper T640 Juniper T640
Ciena CoreDirector

Juniper T1600
Brocade MLXe-16

Juniper MX960

Juniper MX960
Juniper MX10003

Cisco 8201
Cisco 8202

Cisco NCS55A1

Arista? Cisco?
Juniper? Nokia? 

IPv4, IPv6 IPv4, IPv6 IPv4, IPv6 Openflow
IPv4, IPv6

MPLS
IPv4, IPv6

SR-MPLS
IPv4, IPv6

SR-MPLS
IPv4, IPv6

Qwest
DS-3

OC-3c
OC-12
OC-48

Qwest
OC-192  (2003) Infinera DTN

Ciena 6500 50 Ghz
Ciena OCI/OCLD

Ciena OTR

Ciena 6500 50 Ghz
Ciena OCI/OCLD

Ciena OTR

Ciena 6500 Flex Grid
Ciena Waveserver 5

Flex Grid
Coherent Optics



Collaborative Infrastructure Development
Fiber and Spectrum: 

● MGHPCC community-run regional data center now on-net (community foreign spectrum)
● Four metro areas are under study for expansion to meet community requests (locations currently off-net)
● Planning for 800 Gbps underway along northern tier and BOREAS (community foreign spectrum)

Optical Platform: 

● Additional location added in New Jersey (community collaboration)
● Foreign spectrum on Internet2 platform under study in multiple regions to meet community IRU demands

Packet Infrastructure:

● Substantial deployment of coherent optics (backbone now 20% coherent links), including on community 
spectrum

● Node added in Boston (in addition to MGHPCC); preparing for node addition in Baton Rouge for LONI

CSP, ISP, IX Interconnect:

● Cloud Connect and RPI added to New Jersey, Los Angeles (coherent optics; Seattle, Dallas are next)

Global Interconnect:

● All NA-REX community-collaboration overlay links now up; commissioning is underway



Connecting Cross-Country!

Goal 4 x 800 Gbps

3,500 km 



Collaborative Infrastructure Development
scitags.org
Scientific network tags (scitags) is an initiative promoting identification of the science domains and their high-level activities at 
the network level.

Identifying and Understanding Scientific Network Flows, CHEP2023, EPJ Web Conf.



Two key engagements which give us experience 
with emerging technologies 

• SCInet is part of Supercomputing

• OFCnet is part of Optical Fiber 
Communications Conference and 
Exhibition

Staff Development



Thank You


