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• ESnet overview
• Requirements Review update
• Network Upgrades
• TransAtlantic upgrades and strategy
• Measurement tools
• Troubleshooting SLAC to GCP

Agenda



ESnet is DOE’S data circulatory system…
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• ESnet supports the DOE 
scientific research 
ecosystem.

• Interconnects all National 
Labs and User Facilities

• Provides reliable, 
high-performance 
connectivity to the global 
research collaborations, 
Cloud, and the larger 
Internet 



…and the stage for a global science laboratory.
ESnet’s Vision: Scientific 
progress will be completely 
unconstrained by the physical 
location of instruments, 
people, computational 
resources, or data.

ESnet’s Mission: Networking 
that accelerates science.
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ESnet’s Requirements Review program builds knowledge, understanding, 
and collaboration with DOE/SC programs and facilities allowing the larger 
ecosystem to learn from each other. 

We capture: 

• Major science experiments and facilities, both in operation and 
planned.

• The process of science used for knowledge discovery
• The volume of data produced now, and anticipated in the future, and 

where the data must be shared, computed and/or stored.
• The current technology capabilities (network, computation, storage, 

and software stack) plus planned upgrades, additions or 
improvements.

This dialogue provides the foundation for ESnet services and strategy.

ESnet’s Requirements Review reports have become a strategically 
essential set of documents for the Office of Science. 

Science requirements drive design and upgrades

ASCR

BES

BER

NP

HEP

FES



Requirements Review Overview

ESnet’s core partnership program created to comprehensively evaluate:

– Major science experiments and facilities, both in operation and planned.
– The process of science used for knowledge discovery, and including 

scientists’ interactions with the instruments and facilities.
– The volume of data produced now, and anticipated in the future, with an 

emphasis on geographical location of where the data must be shared, 
computed and/or stored.

– The current technology capabilities (network, computation, storage, and 
software stack) used by each science collaboration/facility as well as any 
planned upgrades, additions or improvements.
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Scientific Case Studies (14 Total, about 350pg)
• Cosmological Simulation Research
• Dark Energy Science Collaboration (DESC)
• Dark Energy Spectroscopic Instrument 

(DESI)
• The Vera C. Rubin Observatory (Rubin 

Observatory) & the Legacy Survey of 
Space and Time (LSST)

• Cosmic Microwave Background - Stage 4 
(CMB-S4)

• Alpha Magnetic Spectrometer (AMS) 
Experiment

• Muon Experimentation at Fermilab
– Muon G minus two (g-2)
– Muon-to-electron-conversion 

experiment (Mu2e)

• Belle II Experiment
• Neutrino Experiments at Fermilab

– Short-Baseline Neutrino Program (SBN)
– The Deep Underground Neutrino Experiment 

(DUNE)
• Super Cryogenic Dark Matter Search (Super CDMS)
• Large Hadron Collider (LHC) Experimentation and 

Operation 
– ATLAS (A Toroidal LHC ApparatuS) 

Experiment 
– Compact Muon Solenoid (CMS) Experiment 
– LHC Operations
– High Luminosity (HL) Era of the LHC
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Breaking news: (rough) 2024 Findings
• Data volume Increases: 

– Across the board - PB era is now common for the large experiments.  Small have graduated to 
TB scale

– Frequency of production increasing, along with fidelity 
• Ability to support multi-facility workflows: 

– Sensor, Computation, Storage, and People may all be in different locations - regularly.  
– Focus in DOE space: Integrated Research Infrastructure (https://iri.science)
– Ability to execute ‘near real-time’ workflows is now routine (thanks R&E Networking 

Community!)
– This is the only way we will scale - but requires significant coordination and cooperation

• Cloud use: 
– Would still consider this the ‘dabbling’ stage for the majority.  A significant number of 

workflows are now ‘cloud-ready’ and can burst there if the costs allow it (hint: they still do 
not)

– Some experiments have built successful hybrid model (Rubin): cloud ‘front end’ to support 
the users, backed against DOE-based storage and production/analysis computation.   

• Data Challenges = Good Thing
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ESnet Backbone
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Transatlantic Updates
• Currently in Production

– 400G + 100G New York to London
– 100G Boston to Amsterdam
– 100G Washington to CERN
– 400G Boston to CERN
– 400G Europe Ring

• working with GEANT
• Next phase will be 3x400G

– 400G Boston to London
• AEC-1 Spectrum WL6 Upgrade
• Lumen 2x100GE

– Term ends 10/2024
– Migrate Yellow to 32AOFA
– Quoting 400G

WASH-CERN
• EU 3rd 400GE Ring

– GÉANT preparing for service 
delivery

Lumen renewals

400GE 
3rd 
Ring

11



Future US - Europe Connectivity Plans

• Collaborating with GEANT to share 
spectrum on subsea

• Plan: collectively acquire optical 
spectrum across 4+ diverse cables 

• ESnet-targeted cables are fixed; still 
some variability in GEANT plans

• Depending on GEANT’s spectrum 
procurement timelines, we may 
investigate additional 400GE lit 
services for interim diversity
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Monitoring and Analysis



Extensible / Open Architecture 
NSF NetSAGE project derived 

Leverage Open Source components where we can, and 
innovate where it makes a difference.

Multiple access methods
Dashboards, Indexed APIs and “Raw”

Today, we are focused on users creating and sharing 
visual dashboards.   

In the future, we expect direct programmatic access will 
become increasingly common for ML work and external 
collaboration.

Network Measurement and Analysis for ESnet

Multi Datasource
Extensible and Open

Traffic Accounting, Link and Resource Use, 
Performance Testing Results, Others not yet 
invented.

Each has its own set of measurements to which we 
add a common core set of metadata.

Flexible aggregation
Time Frame and Relationships

The metadata we add to measurements  is used to 
summarize data to tell stories, and having common 
metadata allows us to use multiple data sets in a 
story.

● How are researchers moving science data 
and how has that changed over the last 3 
years?

● What just caused that huge spike in traffic on 
the links to europe in the last 15 minutes and 
is that likely impacting data transfers?
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● 42 deployment locations
● Near 100% perimeter coverage*
● Router packet mirroring allows 100% packet inspection

High-Touch Server Hardware Deployment
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High-Touch: High Precision Network Measurements

ESnet6 Core 
Router

FPGA Servers 
(2 per hub site)

AMD Xilinx Alveo 
U280 FPGA

(1 per server)
2x100G x2

*NB: Certain ports are omitted due to security sensitivities.16
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High Level Diagram: ESnet Portion Of LHN
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• Problem statement: transfer of data objects from S3DF at 
SLAC (Rubin US Data Facility) to GCP is too slow

• Next level of detail:
– SLAC DTNs have already been tuned

• Including VERY large TCP buffers
– Data objects are approximately 100MB each
– Data transfers via HTTP/REST 
– Combination of data rate and data object size means transfer times 

are short (~2 seconds), but needs to be much faster

SLAC to GCP for Rubin Science Platform
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• Additional details
– Nginx load balancer in front of DTNs
– Download performance from SLAC to ESnet DTNs shows that 

performance inversely proportional to distance
• Red flag - issue is latency sensitive

– Transfers of the same file get different performance
• First transfer is 10x slower than second and subsequent

– Transfer from storage is much slower than transfer from cache

• Put all this together, and what do you get?

SLAC to GCP for Rubin Science Platform
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• Three separate components involved
• Storage:

– Storage itself is much slower than storage system cache
– Limitation of the storage itself - can’t fix that with networking

• Architecture:
– DTNs are behind nginx load balancer
– Load balancer host TCP config is what matters

• TCP:
– One TCP connection per file 
– Data transfers aren’t getting out of slow start (done in 2 seconds)
– Big buffers alone won’t help

SLAC to GCP for Rubin Science Platform
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• Solution: increase cwnd past RFC6928 values
– Increase slow start flight size from 10 segments to 50

• But, do it on the load balancer
– DTNs don’t make TCP connections with GCP hosts
– DTN → nginx → GCP

• WAN path is between nginx and GCP
• Transfers now take 0.7 seconds

– But only if they come from storage system cache
– Raw storage is still ~8x slower → separate issue

• Network can’t fix raw storage performance 
• Important notes:

– DO NOT do this as part of a normal DTN tuning exercise
– Very-short-duration TCP transactions are difficult!

SLAC to GCP for Rubin Science Platform



Thanks!

https://my.es.net/
https://www.es.net/

https://fasterdata.es.net/


