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Data Management System Vision

Raw Data: 20TB/night Prompt Data Products

Sequential 30s images Alerts: up to 10 million per night
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visible sky every few days % |
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Results of Difference Image

O Analysis (DIA): transient and
variable sources
§ Solar System Objects: ~ 6 million
7
Data Release Data Products
3 Final 10yr Data Release:

eImages: 5.5 million x 3.2 Gpx
eCatalog: 15PB, 37 billion
objects
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Rubin Science Platform

Provides access to Rubin Data Products
and services for all science users and
project staff

Access to proprietary
data and the Science
Platform require Rubin
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<< USDF: A Mix of On-

VERA C.RUBIN

prem and Cloud

OBSERVATORY

US Data Facility

Prompt
Storage

Data

Erosnpe Release

Processing

Archive Storage
and Primary Butler
Database

Dev/Int/Prod
Portal
Staff/Dev/
Comm’g
RSP Notebook
Services
VO APIs

Pl
<

Processing

French and UK Data Facilities

Cloud Data Facility

Staff \
<« Storage .~

Processing

Devel

Qserv
Database
\ Portal
B User. RSP Notebook
Services
\ VO APIs
2 mal

Dataset
Storage

i

User Batch |«

Dev/Int
Qservs

> User
Storage

Hybrid model: Data at
SLAC but users on the
Cloud.

Allows:

e Separation of
security concerns

® Burstresponse

e Reducedrisk

(see DMTN-209)

RSP = Rubin Science Platform
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e Data Flows: Prompt & Data Release Processing

OBSERVATORY

US Data Facility French Data Facility

Archive Site

3
I Calibration products
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40% of annual data
release processing

I Calibration products !
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Forced Source catalog
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Physical Shipments
Archive Site to Base Site
Annually

* Hardware
* Data Release

Products (secondary
method)

Eastbound Westbound
Raw images 1/4 of L2 Data

Engineering Facility Database
1/4 of L2 Data Products
(coadds, catalogs, SDQA)
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25% of
UK Data Facility annual DRP

10s k concurrent processing jobs: 3 sites
Transferring 100s PB of results
ESnet handles traffic to Europe
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N Pretty Big Data

VERA C.RUBIN

OBSERVATORY

Petabytes

200 I Catalog Database
B Parquet Tables
150 Co-added Images
B Processed Images
100 B Raw images
50 =)
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vé’,ﬁiﬁ CompleX|ty of Rubln Data Processing Pipeline

uuuuuuu
o= HSC

m Hsc

“Quantum Graph” of Rubin Science Pipeline to
process a single LSST CCD image, showing 3
tasks (top to bottom) and input/outputs

detctoe = 10

Quantum-graph
too wide to display. A

The dimensions of this page are
out-of-range. Page content
ey might be truncated.

Rubin Science Pipeline to

perform single frame and =
coadd processing based on i}
HSC engineering test data NI

Actual Rubin DRP pipeline will be a lot more complicated than the above, They are grouped into 7 steps
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b Projected Network Transfer Rates

VERA C.RUBIN
OBSERVATORY

Estimated Max Network Transfer Rates SLAC outbound dominated by feeding IDACs and brokers

60.0 == Trans-Atlantic traffic westbound
== [ax rate into SLAC
Max rate out of SLAC

== |ax rate into CC

40.0
== Trans-Atlantic traffic eastbound
3 == Max rate into UK
()
== Max rate out of UK
20.0
e —
0.0

LOY1 LOY2 LOY3 LOY4 LOY5 LOY6 LOY7 LOYS8 LOY9 LOY10

Year of Survey

Assumes DRP transfers can proceed in parallel with processing
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-~ Technologies Adopted for Multi-Site

VERA C.RUBIN
OBSERVATORY

e PanDA - Workflow management
o Used for DP0.2 in the Google Cloud Interim Data Facility
o Exercised for routine CI reprocessing and HSC-PDR2
o Multi-site testing underway

e Rucio - Data management & movement (FTS)
o Data replication demonstrated to all Facility sites
o Wrapping up interface to Butler

e cvmfs - code distribution
o Stratum 0 hosted by CC-IN2P3 and in use for Rubin code in a variety of places
o There are other options, but this appears to work

Vera C. Rubin Observatory | SA3CCMtg | 1May 2024 Acronyms & Glossary
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£ Workflow & Workload Management System

VERAC RUBIN
OBSERVATORY Stots of Running jobs by ADC activiy <

1Ml

800k

Rubin Batch Production Service (BPS) will use =

e Panda/JEDI to manage workload
o Manage concurrent jobs at multi-DFs
o This is a proven technology used by
LHC ATLAS for 1+ decade
e DDS to manage workflow

Panda workload [ .

o Handle complex dependencies in Panda system -
workflow diagram
o Rubin DAG will likely drive iDDS usage
toward wide and deep. Rubin DAG by iDDS
e ARC-CE to interface between Panda and
local batch e 823 836
e CVMES to distribute software environment Q—0—©
o and small amount of static data 8524 821 8531
8523 329 8528 .
@ ._’ 8532 8534
L
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reeme  Distributed Data Management System ucio

OBSERVATORY

SCIENTIFIC DATA MANAGEMENT

e Rucio ecosystem:

o Rucio: also developed by LHC ATLAS and used for 1+ decade
m data classification, keeping track of data location, drive data movement
m  Rubin will have several times more file/object in Rucio than the current LHC ones

e A big challenge for the backend database. Rubin will drive this forward

o FETS: also 1+ decade history
m Think of it as a batch system dedicated to data transfer jobs.
m Again, efficiently transfer large numbers of small files is a challenge

o  Xrootd: has been around for 2+ decades
m Mostly used as data transfer agent, to replace GridFTP
m Rubin prefers object stores, and is driving xrootd based data transfer to/from OS/Cloud

e Butler

The original Rubin data management system
DB of metadata and pointers to data
software layer to access Rubin data

O
O
O
o  Must coordinate with Rucio

Vera C. Rubin Observatory | SA3CCMtg | 1May 2024 Acronyms & Glossary 10
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Automatix - transfer “CI”’

e Send modest number of

files among the Data

Facilities routinely (every

~30 mins) to test

end-to-end functionality

= Home > Dashboards k J € TR « K =4

30m v daemon  automatix v vcluster--usdf-rucio v
v Core Rucio

[Transfer Submission] Percentage Succes Files Transferred in last
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OBSERVATORY

Pulling the Pieces Together (DMTN-213)

Processing submitted to 3 sites
via PanDA, where local Butlers
and storage are used

Last step in pipelines is Merge
Job: register datasets to Rucio
and Local Butler

Rucio transfers the files by FTS
around DFs as needed

Replica Monitor/Ingest Service
registers files in the DF Butlers
triggered by a kafka message
stream from the Rucio server at
SLAC (DMTN-198)
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\TERA C.RU\BE Status

OBSERVATORY

e Tooling
o developed afirst version of the tools required to extract from a Butler repo the files we need to
transfer to another facility and to configure Rucio to drive the replication.
o exercising these tools and noticed some issues with Rucio server that we currently trying to
understand

e Throughput
o Memory to memory tests show we can fill the available bandwidth
o Modest rates (220MB/sec) to transfer 24 MB compressed files using parallel streams
m  Wedid demonstrate 5 GB/s from Fermilab during our NCSA transition, but throttled to 3.5 GB/s
to not stress HPSS - for 100 GB tar files.
o  We’re looking into zipping files prior to transfer across the Atlantic
m  We plan to save the zip files to tape, rather than individual files

Vera C. Rubin Observatory | SA3CCMtg | 1May 2024 Acronyms & Glossary 13
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N Network Layout

VE RA C.R
OBSERVA
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Acronyms & Glossary 14

Vera C. Rubin Observatory | SA3CCMtg | 1May 2024


https://www.lsst.org/scientists/glossary-acronyms

+." /"\ Multi-site Status

VERA C.RUBIN

OBSERVATORY

Access to 3k cores each at FrDF and UKDF

o  Demonstrated ability to submit and run jobs there to capacity (not yet at the same time)

Rucio installed and configured:
o  Server at SLAC; Rucio Storage Elements at each site

o Canroutinely exchange data amongst sites
m  eg:transfer 7700 files, 3.5 TB - peak rate to CC-IN2P3 of 1.4 GB/s via FTS

HSC PDR2 reprocessing
o  First two steps complete; working on transferring output products back to USDF for global calibrations step
o  Shakedown of “Campaign Management” tools

Automated transfers of Full Camera data from SLAC to FrDF demonstrated

o Transfers performed by FTS3 based on Rucio rules
Finishing up connectors between Rucio and Butler before ramping up full multi-site
capability:

o  Both Rucio and Butler act as repositories of dataset information - need to keep them in sync
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