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Raw Data: 20TB/night

Sequential 30s images 
covering the entire 
visible sky every few days

Final 10yr Data Release:
•Images:  5.5 million x 3.2 Gpx
•Catalog: 15PB, 37 billion 
objects

Data Release Data Products

Alerts: up to 10 million per night

Results of Difference Image 
Analysis (DIA): transient and 
variable sources 

Prompt Data Products

Solar System Objects: ~ 6 million

via Data Releases

via nightly alert streams

via Prompt Products 
Database

Community 
Brokers

Alert Filtering 
Service 

Rubin DACs 
(DFs & Chile)

Independent 
DACs (iDACs)

Rubin Science Platform

Provides access to Rubin Data Products 
and services for all science users and 
project staff

Data Production System Vision
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Data Production

Data Production as a Matrixed, International, Multi-center Department 

3.6 Service Quality and Reliability Engineering

3.4 Execution

3.5 Algorithms and Pipelines

3.2 Infrastructure & Support

3.3 Data & Processing Arch.

3.1 Data Production Management
Associate Director of 

Data Production
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Advisor

Fr DF 
Advisor

UK DF 
Advisor

Multiple data facilities

• United States Data Facility (USDF)

• ~10% of compute available to 
users

• 25% of data release processing

• French Data Facility at CC-IN2P3 
• 50% of data release processing 

• UK Data Facility
• 25% of data release processing 

• Independent Data Access Centers
• May serve only a subset of data

• Clouds

https://www.lsst.org/scientists/glossary-acronyms
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Hybrid model: Cloud/On-prem 

Telescope

On-prem DC - Chile

Pre-proc
essing

Virtual Private Cloud

On-prem DC - SLAC

Transfer 
client

Custom Storage Solution 

Tap Storage

File Storage

Active Storage Storage 
Gateway

QServ 

Qserv Database
Anthos GKE on-prem
catalog serving

Science Platform

Jupyter Notebook
Kubernetes Engine

Visualization Portal
Compute Engine

DRP

Cloud 
Storage

Filestore

Tier data to GCS via 
TSOP to save cost 

AutoClass

Processing + Archive Science UI

https://www.lsst.org/scientists/glossary-acronyms
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Sizing Model: Compute
Size estimates based on:
● Benchmarking construction-era codes;
● Comparison with precursors (HSC, DES).

Rubin data products are ambitious; still some 
uncertainty in compute needs. 

● 25% of total DRP processing power at 
SLAC

● ramp up from ~1700 cores in Yr 1 to 
~20,000 cores in Yr 10 for ~200 day 
annual turnaround

● Current plan: AMD Romes 128 cores/512 
GB RAM

Data Release Processing CPU requirements

Prompt Processing (nightly alert generation, daily 
solar system processing) is sized to consume 

~1200 cores continuously when observing.

| 5
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Sizing Model: Storage
Storage needs are relentless: data will flow 
and we have to process and store. 
However the raw data rate is steady: once 
the system is bootstrapped it is easy to 
anticipate. 
The first years will be the most challenging

| 6

Legend:
Fast - SSD
Normal - regular POSIX R/W disk - used during DRP
Qserv - local disk per node
Object store - R/O by url
Tape - well, tape. 

Now thinking that all image data (rw, ro) will be object store
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Pretty Big Data
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Data Flows: Prompt Processing

Data to SLAC in 7 secs
Alerts generated in 1 min

https://www.lsst.org/scientists/glossary-acronyms
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Data Flows: Data Release Processing 

9

 

Archive Site

Base 
Site

US DAC

 

Calibration products
L2 Data Products

Physical Shipments
Archive Site to Base Site
Annually

• Hardware
• Data Release 

Products (secondary 
method)

Chilean DAC

EPO Center

Calibration products
L2 Data Products

L2 Data Products

Data Release:
Coadds
Object catalog
Source catalog
Forced Source catalog

Eastbound Westbound
Raw images 1/2 of L2 Data Products
Calibration products
Engineering Facility Database
1/2 of L2 Data Products
(coadds, catalogs, SDQA)

French Data Facility

Eastbound Westbound
Raw images 1/4 of L2 Data 
Products
Calibration products
Engineering Facility Database
1/4 of L2 Data Products
(coadds, catalogs, SDQA)

UK Data Facility

50% of annual data 
release processing

US Data Facility

25% of 
annual DRP

10s k concurrent processing jobs: 3 sites
Transferring 100s PB of results
ESnet handles traffic to Europe

https://www.lsst.org/scientists/glossary-acronyms
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Projected Network Transfer Rates

Assumes DRP transfers can proceed in parallel with processing

SLAC outbound dominated by feeding IDACs and brokers

https://www.lsst.org/scientists/glossary-acronyms
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Technologies Adopted for Multi-Site

● PanDA - Workflow management
○ In use for DP0.2 in the Google Cloud Interim Data Facility
○ Multi-site testing just getting underway

● Rucio - Data movement
○ Multi-site testing underway, including to Chile
○ Envisaged as the basis of the Data Backbone
○ No alternatives in mind

● cvmfs - code distribution
○ Stratum 0 hosted by CC-IN2P3 and in use for Rubin code in a variety of places
○ There are other options, but this appears to work

https://www.lsst.org/scientists/glossary-acronyms
https://panda-wms.readthedocs.io/en/latest/
https://rucio.cern.ch/documentation/
https://cvmfs.readthedocs.io/en/stable/
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Technologies Adopted

● Workflow: PanDA
● Data movement: Rucio/FTS
● Code distributions: cvmfs

Facing the issue of bolting them onto butler

Wei Yang (SLAC)

CE: PanDA Compute Element
RSE: Rucio Storage Element
DTN: Data transfer node
DAC: Data Access Center

https://www.lsst.org/scientists/glossary-acronyms
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Rucio: Well-supported by HEP/LHC

| 13

Presented by Rucio developers

https://www.lsst.org/scientists/glossary-acronyms
https://indico.fnal.gov/event/16010/contributions/35343/attachments/22025/27377/2018_01_16_RUCIO_OSG_DM_WORKSHOP.pdf
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Rucio Web UI
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CC-IN2P3 to SLAC Mixture of 3506 large and medium size files (100MB, 1GB, 4GB), ~3.5TB
No attempts at network tuning yet 

https://www.lsst.org/scientists/glossary-acronyms
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Status and Issues
● We are kicking the tires now for multi-site testing - making sure all the 

connections work and testing network throughput
● Issues

○ Rucio is not appropriate for low latency transfers - we’ll need a different solution for the 
summit → SLAC transfers

○ We have mostly small files (10s of MB) and a LOT of them
○ In fact, we’re expecting more than 109 per year - more than current LHC expts
○ We’ll be moving 100s of PB by year 10 - we depend on being able to transfer files across the 

Atlantic as we make them. We don’t know yet if there are any global gather steps in our 
pipeline graphs.

○ We are bolting Rucio to an existing metadata handling tool written internally called Butler. 
There is overlap in functionality that we to have diagonalise. 

■ In particular we need bulletproof connections between the two for registering datasets 
in both tools

■ Minimize trans-Atlantic traffic to the central Butler/Rucio servers at SLAC

| 16

https://www.lsst.org/scientists/glossary-acronyms


Vera C. Rubin Observatory    |    SA 3CC Mtg  |    20 April  2022 Acronyms & Glossary

Operations timeline DP1 & DP2 - multi-site practice
DR1 in late 2024 - real thing
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