ESnet

ENERGY SCIENCES NETWORK

ESnet Status Update

SAACC - Virtual meeting
Paul Wefel

Network engineer
Lawrence Berkeley National Laboratory

April 2021

.S. DEPARTMENT OF

) ENERGY

Office of Science

A
coecoeee] "

BERKELEY LAB



Agenda

What is ESnet
* ESnet6 Project Implementation Update
— Optical Core
— Packet Core & Low Touch Edge Details
* Automation
*  High Touch services
* Questions
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ESnet: DOE’s High Performance Network (HPN) Scientific User
Facility and derives its mission from Office of Science

Mission of DOE Office of Science:
...delivery of scientific discoveries and major
scientific tools to transform our understanding of

nature...

Mission of Energy Sciences Network:
Science network user facility designed to
accelerate scientific research and discovery.

@ ESnet




Connects all of the DOE national labs, many DOE sites, and hundreds of research and
commercial networks internationally.




An Exabyte Network Today

1025 PB/year as of
FY2020

Yearly aggregate traffic in PB carried by ESnet

1250
Impact of
1000 pandemic
750
2 ~10x growth every 4
& s00 years
250




All Sites Supported in Their Transition to Work-from-home
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The evolution of the ESnet network
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Implementation Context

“Above the Net” Services ESnet5 [ ESnet5.5 ®> ESnet6 [T)>  ESnet6

(Virtual Network Functions) High-Touch Servi
_______________________________________________________________________________ igh-Touch Service

Edge

Layer 3 (IP Routing) 8 N ( N ( N ( A

_____________________ ESnet5 Packet | | ESnet5Packet | | Low Touch Services | | Low Touch Services
Layer 2.5 (MPLS) Layer Layer Edge Packet Core Edge Packet Core

Layer 2 (Ethernet Switching)
--------------------- . VAN IaN VAN 2

Layer 1 (Optical) ESnet5 Shared . . .
--------------------- Optical Core -1 Optical Core - - Optical Core [ - Optical Core

Layer 0

(Transmission Medium)

\_ A\ J_ o\ A

( Exisng )( Phase1! )( Phase2 )( Phase3 )




“High-Touch” vs “Low-Touch” Hardware

“High-Touch”
Programmable data-plane

Pros: Cons:
e Flexible to °
customize for
specialized use

Complexity of designing
and implementing
specialized use cases

cases e Higher cost
Flow Processor Barefoot Torfino2 Switch «
NFP-4000 (P 4) .

Netronome Agilio
CX SmartNIC
(NPU)

Xilinx Alveo U280
(FPGA)

“Low-Touch” (and “No-Touch”)
Application-Specific Integrated Circuits (ASIC)
based data-plane

Pros:
e Optimized for specific tasks ~ Cons:
e Lower cost e Inflexible

Nokia FP4

Broadcom Jericho

BROADCOM

BCM88670 ©
Jericho ¢

WAL

e Arista 7504R
Nokia 7750 SR-7s. @y EGpet

Juniper MX10008



Phase 1 - Done!
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Now a fully deployed optical network

@ ESnet
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Phase 1 - Done!
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Phase 2 - In Progress

ESnet 5.5 | > ESnet 6 - Low Touch
(Current)
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67 Routers
Nokia 7750-SR2

Phase 2 - In Progress

%

ESnet 6 - Low Touch
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Routing Technology

/750 SR-s series

7750 SR-2s
+19.2 Tb/s (HD)
«2 slots, 5RU

7750 SR-1s
+9.6 Tb/s (HD),
6.0 Tb/s (HD)
+Fixed/2 slots, 3RU

7750 SR-7s 7750 SR-14s

+57.6 Tb/s (HD) +115.2 Tb/s (HD)
«6 slots, 16RU «12 slots, 27RU

@ ESnet
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Nokia SR-2s Large Router Configuration

Modular power supply units (PSUs)

Power shelf e

(integrated)

}

CPM-2s

(modular) @ 4

1 U;lmaa L “ﬁ"lmmﬁ

XMA-s = Yo . i —-———T—-——ﬁ —
XCM-2s - i —— |
Pal Y
XMA-s = 3 —— ~ "—'JL'“ﬁ =3 =

XCM-2s

€—— 2+1fan
modules
5RU (rear)

*  Two 36-connector XMA-s cards licensed for the full 4.8 < QSFP-DD connectors support:

tbps —
17« Max supported per Router: —
— 24 x 400GE -
— 96 x 100GE -
—  Other combinations of 10GE, 100GE & 400GE
totaling 9.6 tbps

17

QSFP+: 4x10GE or 1x 40GE
QSFP28: 10x10GE or 1x100GE
QSFP28-DD: 2x100GE
QSFP56-DD: 1x400GE

@ ESnet



Nokia SR-2s Small Router Configuration

Modular power supply units (PSUs)

rUWTE D6iin 4
(integrated) .3

CPM-2s - .1
(modular) D ey ® ¢« = 4
rduseesl Wy Jessesl B @0
XMA-s modules
SRU (rear)
XCM-2s ——————— et
S |
XMA-s = — : ‘
XCM-2s : l{

- Two 18-connector XMA-s cards licensed for 6
connectors & 600 gbps
*  Max supported per Router:

* QSFP28 connectors support:
— QSFP+: 4x10GE or 1x 40GE
— (QSFP28: 10x10GE or 1x100GE

- 12 x 100GE . . : .
_ 120 x 10GE License upgrade-able to 2.4 tbps per car
—  Other combinations of 10GE and 100GE totaling

1.2 thps @ ESnet
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Phase 3

ESnet 6 - Low Touch

> ESnet 6 - High Touch
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Phase 3
ESnet 6 - Low Touch > ESnet 6 - High Touch
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What is High Touch?

* A programmable data plan for development and deployment of innovative

science data services.

— Provides unprecedented flexibility to customize packet processing at scale.

— Developing new services to support emerging science application workflows not
currently supported by mainstream packet edge routers without the huge expense of
contracting router vendors to develop (and support) the capability.

— Platform for research into features and functions that will educate the design and
architecture of ESnet7.

* First High Touch Service: Precision Network Telemetry

— We can get detailed insights into how the network is behaving.

— We can profile how flows are performing in our network and take proactive action.

— We can use the detailed flow information for traffic engineering, capacity planning, or

anomaly detection (e.g., Al/ML applications)
@ ESnet
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Precision Network Telemetry Services

Flow (Feature) Distillation - Provides flow summaries of packets entering the network, thereby enabling full
visibility of network traffic without large storage requirements.

Network Microscope - Provides the capability to dynamically select network flow(s) for replication (of only the
packet header and not user data contents), augmented with timestamps, to be redirected to compute
resources for further processing, e.g., security analysis, feature extraction, etc.

Benefits

e We can get detailed insights into how the network is behaving.

e We can profile how flows are performing in our network and take
proactive action.

e We can use the detailed flow information for traffic engineering,
capacity planning, or anomaly detection (e.g., Al/ML applications)

@ ESnet
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Delivering ESnet6 Automation Threshold KPP | |  Non KPP

Objective KPP * Security KPP

T2a /T;b\ 02b
Internet Transit Black Hole Routing* \ﬁ IP Prefix Monitoring™
Circuit Migration +/ L3VPN L2VPN High-Touch
éPhysical Connectivity L2Bridge Link Provisioning
02a :
/\ Port Provisioning v Foundational \
12 workflows and
“ Node Provisioning v framework
2 components have been
-‘é’ Node Enrollment v delivered on time
3 enabling development
h SURFnet Orchestrator, Cisco NSO, ESDB, v of KPP services. J
g Discovery & Topology Service, ... "
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Orchestration Implementation

( ESDB A ‘SgrvioeNow
(network intent) | | Q ] (-nmc;:ear;tﬁ:::ge
g ab )
| i Gt The five key components to a
; z = \ 4 A 1 isi trol and . . .
(hstorcnetworsate) [~ - [ L e | cohesive orchestration solution:
ESDB GUI ] [ Workflow GUI
~ ' N\ .

Discovery Service | | ) - || NameSurfer ‘ Workflow man ageme nt;

(current network state) (IPAM)
- J ki ) R C
h _ Orchestrator - Automated provisioning;

. Other
Topology Service | | - . ° ; .
etk Bpoka) (mter:;;:)er"?:)temal Network inte nt;
. J o J .
*  Network discovery;
- N \ *  Network topology.
Cisco NSO Ansible Tower
: ik Supporting
Open Line System Packet Network High-Touch Edge Equipment NFV/Compute

@ ESnet
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System Management

* INOC
- Monitors the ESnet optical layer
- Monitors the fiber layer by virtue of monitoring the optical layer
«  Providing the ENOC ticketed alerts. Not currently taking action
—  Manages problems including simple HW failures & fiber cuts
e ESnet NOC
—  Monitors the ESnet packet layer
—  Takes certain mitigating actions in case of routing instability (costing flapping links, etc.)
— Interacts with ESnet sites for coordinating site access for problem resolution
- Monitors the OLS by virtue of monitoring services it provides to the packet layer
+  Receives ticketed alerts from INOC through ServiceNow integration (alerts fed to INOC by TNMS)
- Manages some more complex problems, including span loss
—  Coordinates planned maintenance events, handles trouble tickets, and escalates to Neteng
o ESnet Neteng
—  Protocol design and operationalization (e.g. Segment Routing configuration and label space definition, etc.)
—  System specification with Planning and Architecture Group
— Automation planning and specification (with Security and Software Engineering Groups)
—  Support day to day operations
—  Provide on-call support
—  Receive escalations from ENOC, diagnose and triage problems
—  Service-owner support for PCE
—  Escalate to optical team if needed (subgroup of engineers who are optical experts) ‘ ESnet
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Hardware

ESnet6 Network System

: |
High-Touch L |_Assurance | { Provisioning |
[ Compue ] 1 [_Securty ) [ Analytics ]
[ HTEdge | | Data Model |
( = \
Low-Touch Service Edge & 1 1
Packet Core - ___ o
Routers K | Assurance || Provisioning | -
1+ | Security ][ Analytics | 3
[ Mgt Net (Hub Equip) | O Data Model | o
(. | J n
( i I ™
Phase 1 Transponders Optical Core : :
Open Line System [ Phase 2 Transponders | | ' [_Assurance | { Provisioning |
[ ESnet Fiber ] [ ANL Fiber H BNL OLS ] : :l Security || Analytics |
[ ESnetCoo | [ Mgmt Network (Hub Equip) | | | | Data Mode l
\ oty J
_______________________________________________________
Exisng )( Phase1 )( Phase2 )( Phase3 )|  Vendor  |[Vendor + Internal }
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ESnet6 optical footprint with planned 100G paths between ATLA and SLAC
57 in support of Rubin Observatory Long Haul Network




Rubin LHN USDF Path

Utilizing ESnet6 Optical Infrastructure
Construction into Operations

Sacramento Denver - Kansas i;hicago
100Gb
wave
[Newwansponders £ L | 7 ONC N N L e,
+ . i 2xVPLS circuits
[ slacN-tpdr ] [ slacS-tpdr ] i (existing) remain
durmg construction
: phase and re_moved H
ESnet6 ESnet6 Atlanta Atlanta " il
ROADM1 ROADM2
RIR RIR 100Gb OADML A RoADMZ .
wave

ESnet IP
Backbone

"o
(=) ==] G

Other
Trans-Atlantic European
Circuits location
LEGEND Operations
data load
85Gb 10Y  ((AMST. LONDON,

GENEVA))
Northern Route (secondary)

Florida to S.
Southern Route (primary)

America

@ ESnet
28



NErHERuG@
~— —

MANLAN
INTERNET2 / NYSERNET,

R = CANADA
\\ (CANARIE)
e
-
ASIA-PACI@
(BINP/HEPNET)
e

=UROPE
(GEANT/
NORDUNE

ASIA-PACIFIC
(SINET)

MAX
GiGAPOP /

<§RO
PSC_~ pbRreN
/D

INTERNET
\\ZINAls
LATIN AMERICA
(AMPATHICLARA)

EUROPE
(GEANT)

29




Questions...
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Transatlantic Forecasting

European Demand and Capacity Forecasts (updated June 2020)

@ Historical Demand Avg EU to US
(5 * average monthly rate
calculated from traffic volume

2000 Gbps over TA)

@ Historical Demand Avg US to EU
(5 * average monthly rate
calculated from traffic volume
over TA)

== Historical Demand Avg (Max of

1000 Gbps EU to US and US to EU)

800 Gbps A ESnet Purchased Capacity plan

= = Projected Capacity Requirement
Gbit/s (exponential growth
trend)

600 Gbps

== Projected Capacity Requirement
Upper Bound (2 * Projected

400 Gbps Capacity Requirement)

== Projected Capacity Requirment
Lower Bound (0.8 * Projected
Capacity Requirement)

200 Gbps

100 Gbps

80 Gbps

60 Gbps

Jan 2016 Jan 2018 Jan 2020 Jan 2022 Jan 2024

Note: Projected Capacity Requirement is calculated as 5 times the average utilization (notes presented on a separate slide).
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Transatlantic Forecasting

European Demand and Capacity Forecasts (updated March 2021)

@ Historical Demand Avg EU to US (5
* average monthly rate calculated
from traffic volume over TA)

@ Historical Demand Avg US to EU (5
* average monthly rate calculated

1000 Gbps from traffic volume over TA)
== Historical Demand Avg (Max of EU
800 Gbps to US and US to EU)
A ESnet Purchased Capacity plan
b = = Projected Capacity Requirement
600 Gbps Gbit/s (exponential growth trend)
== Projected Capacity Requirement
Upper Bound (2 * Projected
Capacity Requirement)
400 Gbps
== Projected Capacity Requirment
Lower Bound (0.8 * Projected
Capacity Requirement)
200 Gbps
100 Gbps
80 Gbps
60 Gbps

Jan 2016 Jan 2018 Jan 2020 Jan 2022 Jan 2024 ‘ Esnet

Note: Projected Capacity Requirement is calculated as 5 times the average utilization (notes presented on a separate slide).




