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LSST Data Products and Distributed Computing
• Nightly data products
• Alerts
• Difference images and catalogs
• 60s latency from time of readout from camera

• Annual data products
• Process all accumulated data from start of survey (distributed 

US, France)
• Produces all nightly data products plus
• Catalogs of deep, faint objects
• “Forced” photometric measurements

• Supporting community-developed data products
• “Nearby” computing and storage at Data Access Centers
• Software (middleware, pipelines, algorithms, tools)



Nightly Data Flows
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Non-Nightly Data Flows and Distributed 
Computing
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Physical Shipments
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• Hardware
• Data Release Products 

(secondary method)
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LSST Long Haul Network Links (Baseline FY20)
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LSST Long Haul Network Links (Baseline FY22)
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End-to-End Network Bandwidth Evolution

Note:  LSST internet, web, voice, video go over AURA circuits, which are shared, and are currently 
limited by 1G Firewalls in LS and 10 Gbps internet2 links in the US.  This will be improved by the end 
of FY19 by the move to 10 G firewalls in LS.


