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LSST	Long	Haul	Network	Links	(Baseline	FY21)	
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ESNet	for	LSST	
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Base	–	LDF	100	Gbps	Network	Demonstration	

−  Following	up	on	the	first	successful	transfer	of	digital	data	over	LSST/AURA	fiber	optic	networks	from	the	Summit	
Site	on	Cerro	Pachon,	Chile	to	the	Base	Site	in	La	Serena,	Chile	and	on	to	the	Archive	Site	at	NCSA	in	Champaign	in	
December	2017,	that	achieved	44	Gbps	sustained	data	rate.	

−  100	Gbps	demonstration	from	La	Serena	–	NCSA	November	14,	during	Supercomputing	2018.		Data	set	is	10	TB	of	
DECam	public	data.		Using	SCInet	connections	from	Miami	–	Dallas	–	Chicago.	DM-provided	“watch”	JupyterHub	
application	will	be	used	to	monitor	transfer	from	Data	Transfer	Node	(DTN)	to	GPFS	file-system/disk.	
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End-to-End	Network	Bandwidth	Evolution	
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Summit	–	Base	Fiber	Post	Improvements	
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Base	Data	Center	FY19	

From: Luis Corral LCorral@lsst.org
Subject: RE: BDC racks in La Serena

Date: January 30, 2019 at 1:26 PM
To: Ron Lambert RLambert@lsst.org, Jeff Kantor JKantor@lsst.org

The	racks	were	unloaded	safely	and	we	marked	the	perimeter	with	help	from	the	safety	team,	I

asked	Giovanni	to	install	a	cover	if	possible	to	protect	the	racks	from	the	morning	dew.	My

preliminary	report	is	that	all	the	racks	arrived	in	good	condi>on	but	the	official	inspec>on	has	to

be	done	by	Ron,

	

	

--
Luis	Corral
Network	Architect	–	Large	Synop>c	Survey	Telescope	(LSST)

Email:	lcorral@lsst.org

Phone:	+56-51-2205320

	

From:	Ron	Lambert	

Sent:	Wednesday,	January	30,	2019	2:37	PM

To:	Jeff	Kantor	<JKantor@lsst.org>;	Luis	Corral	<LCorral@lsst.org>

Subject:	Re:	BDC	racks	in	La	Serena
 
Wildo. I am also requesting if there is room in the bdc to store them.
Ron

Get Outlook for Android
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Recent	Accomplishments	

−  Base	–	LDF	100	Gbps	Demonstration	at	Supercomputing	2018	
−  Started	Base	Facility	

–  Installation	of	racks,	PDUs,	etc.	
–  Move	of	existing	LSST,	CISS,	Gemini	equipment	
–  Installation	of	new	LSST	equipment	
–  Cabling,	wired/wireless	networks,	VOIP	in	offices,	etc.	

−  Installed	fiber	for	Auxiliary	Telescope	(start	of	observing	end	of	FY19)	
−  Completed	repairs	on	Summit	–	Base	Fiber	posts	(interrupted	by	earthquake)	
−  Finalized	agreement	for	ESnet	service		

–  Atlanta	–	Chicago	
–  FY20	2	x	20	Gbps,	FY21	2	x	100	Gbps	
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FY19	Remaining	Major	Activities/Milestones		

−  Complete	Summit	Network	cabling,	access	switches,	Wi-Fi,	VOIP	(all	FY)	
−  Summit	server	installations	(Aux	Tel,	EFD,	MW,	ESAS/ECS,	TMA,	Camera	

rooms,	...)	(all	FY)	
−  Install	LSST	DWDM	Summit	–	Base	(May)	
−  Install	Base	Data	Center	racks,	move	existing	equipment,	install	new	

network	switches	and	servers	(May)	
−  DWDM	purchase	and	activation	of	Spectrum	Link	(May)	
−  Cable	offices,	rooms,	install		access	switches,	Wi-Fi,	VOIP		(June)	
−  Implementation	of	FY20	2	x	20	Gbps	ESNet	(September)	


