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Multinati
(ARCs): US, EU a
Operated ”spac"' s and a
science archive at each ARC allowing data reuse.

nal Centers

First Pl projects released to public from the ARCs January 2013
Cycle 5 observations began in October 2017.
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Data packages ingest

Pipeline products same size —
A significant amount of data ("'100TB/yr) is thus belng
uploaded from the NA ARC to JAO. Bi-directional speed is
thus important.

Long-term plan is that all data processing will take place in

Santiago.
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* ALMA Cycle 2
* ™34 main array
*  ~15% of array time for
+ 70TBinal7 month Cycle.
e ALMA Cycle 3 complete (Oct 2015-Sept 2016).
* 36 main array antennas, 10 compact array
*  ~25% of array time for science
* Total of 140TB, mostly raw data (manual imaging and imaging pipeline products only ~20%).
* Data volume artificially high as two data streams are kept with different corrections.

*  ALMA Cycle 4 complete (Oct 2016-Sept 2017)
* 40 main array antennas, 10 compact array
*  ~33% of array time for science
¢ Total of 210 TB, mix of raw and pipeline image products
* Data volume artificially high as two data streams are kept with different corrections.
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* Total volume W|II be "’36OTB mcludlng IMERE
products (which will constitute about 30% of
the total data volume).



is around 250TB/yr "

Important to note that data rates vary through the configuration cycle.
When long baseline configurations are scheduled the data rate goes up for
two reasons:

— Data sampling needs to be faster to prevent beam smearing at the field edges.

— The data products, which are also mirrored from Santiago, also increase in size, to
become larger than the raw data in the largest configurations.

— So far, long baseline campaigns have tended to have low observing efficiencies,
however this may change.



Current data rate projections

* Assumes no
imposed limit on
data rate (cyan
line is current
Operations Plan
rate).
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* Bluelineis for
data generation

e Data transmission
is per ARC
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Expected da bout a factor of
four, corresponl g to a data rate of 1PB/yr (not

all projects will need the extra channels, though
most will use the wider bandwidth).

Some increase in data rate can be expected in the
build up to this as the the network at the AOS is
upgraded (but should only be modest, ~10%
overall).
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processing at the AR

Still learning how the networ perf
multiple parallel streams.

Would like to establish a link with 1Gb/s available bandwidth (out of a
10Gb/s pipe) within the next 1-2 years to improve our transfer speed to
and from Chile for bulk reprocessing, and to help with occasional large
data and metadata transports (e.g. a DB export).

New developments on ~5yr timescale (e.g. the correlator upgrade) can
probably be accommodated with a modest (x4) increase the data rate.

orms when transferring ~1TB/day in



